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ABSTRACT

In the last few decades, crude oil claims to bethe topmost position in the Nigerian export list,
constituting a very fundamental change in the stinecof Nigerian international trade. In this studgcondary data on
monthly crude oil export to the United States whtamed, from the Energy Information Administrati(ielA) database.
Using the Box-Jenkins (ARIMA) methodology, the résishowed that, Seasonal ARIMA (0, 1, 1) (1, Q, b)odel had
the least information criteria, after the data \Bagare-Root transformed and non-seasonally fifirdinces, in order to
achieve series stationarity. The diagnostic tests the selected model residuals, using the Ljung;Box

Shapiro-Wilk Normality and ARCH-LM tests revealdtht, the residuals are Gaussian white noise.
KEYWORDS: Transformation, SARIMA, Unit Root, Crude Oil ExppARCH-LM

1. INTRODUCTION

Crude oil is considered as the major source of ggnén Nigeria and the world, in general. Crude oil,
being the mainstay of the Nigerian economy, playgal role in shaping the economic and politicastiny of the country.
Nigeria exports most of its crude oil to countrid® India, United States of America, Brazil, ThetNerland, United
Kingdom and Spain (Central Intelligence Agency, 201As recently as 2010, Nigeria provided aboutpk®dcent of
over-all United States oil imports, and ranked &s fifth-largest source of oil imports in the UniteState.
However, Nigeria’'s crude oil export to the Unitetht8s has recently been declining, as a resultebbom in shale oil
and the U.S. Senate lifting its 40-year ban on eraifl exports (Vanguard-Nigeria, 2016). Therefdhe ultimate aim of
this study is to construct a statistical modelt ttauld be used to monitor the export pattern aoideroil export from
Nigeria to the United States. Using this modelgfast of future values of crude oil export to thaitéd States can be
obtained. A lot of studies have been carried oungusime series ARIMA model approach, to identifgtierns and
appropriate models. Adubisi (2016) used ARIMA prhoe, in modelling the growth pattern of reserverency in
Nigeria, Smart (2013) explored the feasibility fapplication of Box-Jenkins Approach (ARIMA), in mating and
forecasting maternal mortality Ratios (MMR), ARIM#odelling approach was used to model yearly exchaates
between USD/KZT, EUR/KZT and SGD/KZT, and the attdata compared with developed forecasts by Daniya
(2014), Kumar and Anand (2012) used ARIMA modelliagproach, to forecast sugarcane production inalndi
Adubisi and Jolayemi (2015), used ARIMA-interventianalysis modelling approach, to evaluate andnes# the impact
of the financial crisis on Nigeria’s Crude oil expoBakari et al. (2013) used ARIMA modelling procee,
to build a model for annual production and utilieatof gas from Nigeria National petroleum compdhyN.P.C) and
Adubisi et al; (2017) used the seasonal ARIMA tadeidhe Nigeria money in circulation series, arsbairoduced a three

years forecast values using the fitted model.
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2. MAIN RESEARCH
2.1. Material
The data used for this study are secondary datd\igeria’s monthly crude oil export to the Unitedates,

obtained from the Energy Information Administrati{felA) database for twenty-three consecutive yefisn January

1993 to December 2015wyw.eia.goy

2.2. Series Transformation

The parametric family of transformations from th@imal series, to a transformed series was orlyirmoposed

by Box and Cox, 1964. The power transformer is@tinaously varying function, with respect to thengs parameteh ,

in a piecewise function form, that makes it contins at the point of singulari@\ = 0). Suppose, we observe a

(N %1) vector of observation§X, ,..., X ) in which eactX, > 0, the power transform is given as

(xt -1
O I @)

GM (x)logx, ,A=0

1
GM (x) = (X,,...,X ) "is the Geometric mean of the data. It generalizeth the square root and the log

transformation, and admits a likelihood ratio test select the best fitting parameter. The one-patam

Box-Cox transformation is expressed as

A

G 2 AZ0
x® =] A @
t

log x, ,LA=0

For more details on Box-Cox variance stabilizatimansformation procedures, see Box and Cox (1964),
Yan (2015), Carroll and Ruppert (1987), Nishili (29, Sakia (1992) and Bickel et al; (1981). Theiauss transformation

parameter Iambc(é?\) values and the appropriate transformation attathedch are summarized in the Table 1.

Table 1: Transformation for some Values of ParameteLambda (A)

S/No. 1 2 3 4 5 6 7
Lambda(A) 0 0.5 -0.5 -1 1 -2 2

Transformation | l0gX, N X, %/XT %1 No Transformation % 2 X tz
t

SourceMinitab (2010)

2.3. Box-Jenkins Methodology

The Autoregressive integrated moving average (ARJMwodel procedure, popularized by Box and Jenkins
(1976) and Boet al. (1994). The ARIMA(p, d, g) model, which contains both the non-seaso paramatetsseasonal

parameters is written as

9, (B)®, (B*)(L-B)" (1-B®)"Y, =0,(B)O, (B°)e, @)
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The observed values \ét, (B) represent the Backshift operatdr, is the time,(q:p , CDP) represent the

non-seasonal and seasonal autoregressive coeffidesmmeters with the roots within the unit circle

¢,(B)=1-@B-@B*-..-@B"

4)
CDP(BS) =1—CDlBS—CDZBzS—...—qJF,BF’S )
(Gq,G)Q) , represent the non-seasonal and seasonal movarggeycoefficients parameters with the roots within

the unit circle
eq(B)=1—GlB—GZBZ—...—9qu (6)
G)Q(BS):1—G)lBS—G)ZBZS—...—G)QBQS (7
While (1-B)“being the regular differencing, which is appliedre@move the stochastic trend in the series,
(1-B®)" is the seasonal differencing, applied to remoweedéries seasonal effects aadis the white noise error i.e.
€, ~WN(0,0%). More details on seasonal ARIMA can be found inxBmd Jenkins (1976), Bost al. (1994),
Pankratz (1983).

2.4. Stationarity Tests

The Augmented Dickey-Fuller (ADF) test and the KR&8s are performed to determine, if the seriesaios a
unit root. The tests are based on the assumptiaty the time series data follows a random walke Prugmented

Dickey-Fuller (ADF) test, corresponding to modedlia random walk pattern, with drift around a staticatrend
p-1
Yo=a+pYo,+ ) 00y + fe, (8)
i=1

p-1
The expressiongy,_; + ZaiDyi_i is the augmented pary,_, is the lagged term[Jy,_, shows the lagged
i=1
change,t and & represent the deterministic trend and drift congmis, respectively, the, is the error term an(p,a
are coefficients to be estimated.f = 1the model is said to be non-stationary. The nyfidjesis is p =1 ord =0 )

against the alternatived < lord <0). When the p-value is greater than the alpha,wioisld lead to none rejection of

the null hypothesis. The KPSS test with a randoitkwg, = a,_, + £, allowed is expressed as
Yt=a1+:3t+£t ©)

The procedure has a null hypothesis of stationargs and an alternative of non-stationary seAgs-value less

than alphda) at 5% of significance, from the result of the KP®St would be enough to reject the null hypothesis

Details on ADF and KPSS see, Dickey and Fuller 8)@nd Kwiatkowski, et al; (1992).
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3. RESULTS AND DISCUSSIONS

The series plot in Figure 1, depicts sharp peakistienughs in the crude oil export series over theqals in-view,

suggesting some influence and also the varianceobserved and found not stable over the periods.

CRUDE OIL EXPORT SERIES PLOT
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Figure 1: Crude Oil Export Series Plot

The non-stationarity claim from the series plot w#fgmed from the slow decay, in the autocorreatfunction
(ACF) of the data, and a significant spike at lagrid 2 of the partial-autocorrelation function (FAGn Figure 2.

Therefore, the data requires a variance, stabgiiansformation and differencing, to achieve etarity.
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Figure 2: ACF and PACF of the Actual Data

The Square-Root transformation was used to tramsftre series, based on the result of the computed

transformation lambda valdd = 0.5), using equation (2). The series was also non-sehstifferences to achieve

stationarity. Figure 3, depicts the non-seasonst-irder differences, of crude oil export series.
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Figure 3: Non-Seasonal Differenced Crude Oil ExporBeries

The results of the ADF and KPSS unit root test3able 2, also indicates that, the data is statioadter the
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square root transformation and the non-seasostidider difference was applied to the series.

Table 2: The Stationarity Tests for Differenced Daa

Summary of Test Statistics
Test Type | Test Statistics | Lag Order | P-Value
ADF -8.4569 6 0.01
KPSS 0.0843 3 0.1

The decay in the correlogram of the differencesdi@med data in Figure 4, when compared with th& 9

confidence Iimitf+i —+035)" the PACF decays and the ACF cuts off, after aigell with a significant spike at lag 12.
ot

DIFFERENCED CRUDE OIL EXPORT SERIES ACF
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Figure 4: ACF and PACF of Transformed Differenced ®ries

Various tentative Seasonal ARIMA model structurestracted from the correlogram plots in Figure ¢ ar

presented in Table 3.

Table 3: Tentative Seasonal ARIMA Models

Tentative Models
MODELS AIC AlCc BIC
ARIMA (2,1, 1) (0,0, 1)1 2279.15 2279.37 2297.24
ARIMA (2,1, 1) (1,0, D2 2281.20 2281.51 2302.90
ARIMA (0, 1, 1) (0, 0, 1)1 2279.58 2279.67 2290.43
ARIMA (1,1, 1) (1, 0, D12 2273.64 2273.86 2291.72
ARIMA (1, 1,2) (1,0, )12 2275.24 2275.55 2296.94
*ARIMA (0, 1,1) (1, 0, 1)1z 2273.19 2273.34 2287.66

“** Means the best fit based on the selectidteda

The Seasonal ARIMA (0,1,1) (1,0;4was found to fit the series, based on the AIC, ABdd BIC selection
criteria values. The model parameter estimates iablél 4 are statistically significant with t-values,

and satisfies the stationarity and invertibilitynddions.

Table 4: Estimates of ARIMA (0, 1, 1) (1, 0, 1}Model

Model Fit Statistics

Parameter Coefficients Standard Error t-statistics  p-value
MAI1 -0.5507 0.0504 -10.926 0.00001
SARI1 0.9518 0.0569 16.727 0.00001
SMA1 -0.8690 0.0953 -9.118 0.00001

Hence, the ARIMA (0, 1, 1) (1, 0, £)model in back shift is expressed as

(1-®,B¥)1-B)y, =(1+6,B)1+0,B)e, (10)
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The fitted model in terms of the transformed seises
@a- 0.9518812)yl =@1-0.5507B)1- 0.8690812)8t
y, =0.9518y,, — 0.5507¢, , - 0.8690¢ _,, + 0.478558%F _, + ¢, (11)

The diagnostic adequacy check is performed usiegctirelogram plots of the model residuals, couplét
other objective diagnostic tests like the Box-Ljubgst, Shapiro-Wilk Normality test and the ARCH-LRkést.
The test results in Table 5, failed to reject thdl mypothesis at the 5% level of significance doning that,
the residuals are normally distributed with no aoteelation and no conditional homoscedasticity kR effects. It

implies that, the residuals are Gaussian whiteenois

Table 5: ARIMA (0, 1, 1) (1, O, 1), Residuals Diagnostic Test

Ljung-Box, ARCH-LM and Shapiro-Wilk Test Statistics
Test Type Test Statistics P-Value
Ljung-Box 14.407 0.2113
ARCH-LM 6.9373 0.7313
Shapiro-Wilk 0.99443 0.4104

The Gaussian white noise residuals are clearlyrggtl in Figure 5, by the randomness of the refdua
non-significant spikes in the ACF residuals plotl dhe probability values, falling above the 0.0&itiin the probability
plot.

Sundarized Residids
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Figure 5: Fitted Model Residuals Diagnostic Plots

The plot of the fitted values against the actuaider oil export to the United States, is displayed-igure 6,

which shows that, the fitted model fits the series.

1995 2000 2005 2010 2015

Year

Figure 6: Actual Observed Values versus Fitted Modé/alues
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4. CONCLUSIONS

In this study, the crude oil export to America wamdelled using the ARIMA modelling procedures.
The data evaluation results for the assumptionsABIMA models showed that, the data required squaoe-
transformation for series distributional normalépd variance stability. The difference series wentsubjected to the
Box and Jenkins iterative procedure, for ARIMA mbdeuilding. The results from analysis showed that,
the appropriate model for the difference serighésSeasonal ARIMA (0, 1, 1) (1, O44dnodel. The model adequacy tests
confrmed that, the model residuals are normally strifiuted uncorrelated random  shocks
(Gaussian white noise). This model is thereforepmemended for use in the forecast of Nigeria croil@xport, to the

United States, until proven otherwise.
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